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Abstract—Autonomic computing systems must be able to detect and respond to errant behavior or changing conditions with little or no
human intervention. Clearly, decision making is a critical issue in such systems, which must learn how and when to invoke corrective
actions based on past experience. This paper describes the design, implementation, and evaluation of MESO, a pattern classifier
designed to support online, incremental learning and decision making in autonomic systems. A novel feature of MESO is its use of
small agglomerative clusters, called sensitivity spheres, that aggregate similar training samples. Sensitivity spheres are partitioned into
sets during the construction of a memory-efficient hierarchical data structure. This structure facilitates data compression, which is
important to many autonomic systems. Results are presented demonstrating that MESO achieves high accuracy while enabling rapid
incremental training and classification. A case study is described in which MESO enables a mobile computing application to learn, by
imitation, user preferences for balancing wireless network packet loss and bandwidth consumption. Once trained, the application can
autonomously adjust error control parameters as needed while the user roams about a wireless cell.

Index Terms—Autonomic computing, adaptive software, pattern classification, decision making, imitative learning, machine learning,
mobile computing, perceptual memory, reinforcement learning.
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INTRODUCTION

INCREASINGLY, software needs to adapt to dynamic external
conditions involving hardware components, network
connections, and changes in the surrounding physical
environment [1], [2], [3]. For example, to meet the needs
of mobile users, software in handheld, portable, and
wearable devices must balance several conflicting and
possibly crosscutting concerns, including quality-of-service,
security, energy consumption, and user preferences. Appli-
cations that monitor the environment using sensors must
interpret the knowledge gleaned from those observations
such that current and future requirements can be met.
Autonomic computing [4] refers to systems capable of
addressing such situations through self-management and
self-healing, with only high-level human guidance.

In recent years, numerous advances have been made in
software mechanisms to support dynamic adaptation and
autonomic computing; a recent survey can be found in [1].
However, new approaches to decision making are also
needed to enable software to capture the relative impor-
tance of different inputs when confronting a dynamic
physical world. For systems to learn from past experience
and remember effective responses to the sensed environ-
ment, they must be able to filter an enormous number of
inputs that may affect the decision. Moreover, many
systems must make decisions in real time to prevent
damage or loss of service. We argue that perceptual memory,
a type of long-term memory for remembering external
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stimulus patterns [5], may offer a useful model for an
important component of decision making in context-aware,
adaptive software. The ability to remember complex, high-
dimensional patterns that occur as a product of interaction
between application users and the environment, and to
quickly recall associated actions, can support timely,
autonomous system response and even discovery of new
or improved algorithms [6].

This paper presents MESO,' a perceptual memory
system designed to support online, incremental learning,
and decision making in autonomic systems. A novel feature
of MESO is its use of small agglomerative clusters, called
sensitivity spheres, that aggregate similar training patterns.
Sensitivity spheres are partitioned into sets during the
construction of a memory-efficient hierarchical data struc-
ture. This structure enables the implementation of a
content-addressable perceptual memory system: instead of
indexing by an integer value, the memory system is
presented with a pattern similar to the one to retrieve from
storage. Moreover, the use of sensitivity spheres facilitates a
high rate of data compression, which enables MESO to
execute effectively in resource-constrained environments.
Additional benefits of MESO include: incremental training,
fast reorganization, high accuracy, and lack of dependence
on a priori knowledge of adaptive actions. Each of these
benefits is important to online decision making.

After describing the design and operation of MESO, we
demonstrate its accuracy and performance by evaluating it
strictly as a pattern classifier. In these experiments, cross-
validation experiments are used to determine accuracy
using standard data sets. The performance of MESO, in
terms of accuracy and execution time, compares favorably
to that of other classifiers across a wide variety of data sets.

1. The term MESOQ refers to the tree algorithm used by the system (Multi-
Element Self-Organizing tree).

Published by the IEEE Computer Society



486 IEEE TRANSACTIONS ON KNOWLEDGE AND DATA ENGINEERING, VOL. 19, NO. 4, APRIL 2007

Next, we describe how MESO enables software decision
making in an audio streaming application that can imita-
tively learn [7], [8], [9] how to adapt to changing network
conditions, such as loss rate, packet delay, and bandwidth
availability. This application, called XNetApp, learns how
to adapt through interaction with a user. Specifically, we
trained the XNetApp how to respond to dynamic error
conditions on a wireless network, and then tested its
decision making ability by letting it execute autonomously.
This proof-of-concept study demonstrates that perceptual
memory systems, such as MESO, can play an effective role
in the software decision-making process.

In [9], we described results of a preliminary study of
MESO. This paper expands on that report in several ways.
First, we describe related work on the application of
machine learning to software decision making. Second, we
provide a more comprehensive presentation of constituent
algorithms and data structures used in MESO, as well as
experimental results that help to elucidate issues related to
the size and growth of sensitivity spheres. Third, all
baseline and comparative experimental results presented
in the paper were produced using a new version of MESO,
written in C++ instead of Java. Fourth, the experimental
results are expanded to included training and testing times
and a comparison with a sequential-search version of
MESO. Fifth, in addition to the seven data sets used in
[9], we also evaluate MESO on the MNIST data set. Sixth, in
addition to comparing MESO to three flavors of the IND
[10] classifier, we also compare MESO directly against HDR
[11], a classifier that uses incremental training. The results
show that MESO can be trained and tested significantly
faster than HDR. Moreover, MESO accuracy surpasses that
of incremental HDR while comparing favorably with batch-
trained HDR.

The remainder of this paper is organized as follows:
Section 2 discusses background and related work. Section 3
describes MESO'’s clustering algorithm and the role of
sensitivity spheres; three data compression methods that
leverage MESO’s internal structure are also introduced.
Section 4 presents experimental results that assess MESO
performance (accuracy, compression rate, and execution
time) on eight standard data sets. MESO performance is
also compared directly with that of other classifiers.
Section 5 describes the mobile computing case study using
XNetApp. Finally, Section 6 presents our conclusions and
discusses future directions.

2 BACKGROUND AND RELATED WORK

In this work, we explore clustering and pattern classifica-
tion methods for associating adaptive responses with
observed or sensed data. The embodiment of this
approach is a clustering algorithm [12], [13] that produces
a model of environmental stimuli. As shown in Fig. 1, two
basic functions compose the operation of MESO: training
and festing. During training, patterns are stored in
perceptual memory, enabling the construction of an
internal model of the training data. Each training sample
is a pair (z;,v;), where z; is a vector of continuous, binary,
or nominal values, and y; is an application specific data
structure containing metainformation associated with each
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Fig. 1. High-level view of MESO.

pattern. Metainformation can be any data that is important
to a decision-making task, such as the codification of an
adaptive action to be taken in response to certain
environmental stimuli. MESO can be used strictly as a
pattern classifier [12] if an a priori categorization is known
during training. In this case, the metainformation need
only comprise of a label assigning each pattern to a
specific real-world category. However, where many
classifiers leverage categorical labels to better classify
training samples, MESO does not rely on labels or any
other type of metainformation, but instead incrementally
clusters the training patterns in a label independent
fashion.

Like many clustering and classifier designs, MESO
organizes training patterns in a hierarchical data structure
for efficient retrieval. Once MESO has been trained, the
system can be queried using a pattern without metainfor-
mation. MESO tests the new pattern and returns either the
metainformation associated with the most similar training
pattern or a set of similar training patterns and their
metainformation. In some domains, it may not be possible
to collect a representative set of training samples a priori, so
incremental learning is required. This process uses an
estimation function f;, which is a function of the first
i samples, and which is constructed incrementally using the
previous estimator f;_; and the current pattern (x;,y;).

Research in clustering and pattern classification is a very
active field of study [14], [15], [16], [17]. Recently, a number
of projects have addressed clustering and classification of
large data sets, a characteristic of decision making for
autonomic software. Tantrum et al. [18] consider model-
based refractionation for clustering large data sets. Yu et al.
[19] use an hierarchical approach to clustering using
support vector machines (SVMs). Kalton et al. [20] address
the growing need for clustering by constructing a frame-
work that supports many clustering algorithms. Methods
for online clustering and classification have also been
explored [21], [22], [23]. Like MESO, methods that address
large data sets and online learning may provide a basis for a
perceptual memory system. However, to our knowledge,
MESO is the first to consider the combined tradeoffs of data
intensity, time sensitivity, and accuracy with respect to
memory systems within a decision-making environment.
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Some of the concepts used in MESO are reminiscent of
other clustering systems and, in some cases, a complemen-
tary relationship exists. For example, like MESO, M-tree [24]
partitions data objects (patterns) based on relative distance.
However, MESO uses an incremental heuristic to grow
sensitivity spheres rather than splitting fixed sized nodes
during tree construction. Moreover, rather than select
database routing objects for directing the organization of
the tree, MESO introduces the concept of pivot spheres for
this purpose. BIRCH [25] also uses hierarchical clustering
while iteratively constructing an optimal representation
under current memory constraints. Where BIRCH mainly
addresses data clustering when memory is limited, MESO
attempts to balance accuracy, compression, and training
and testing times to support online decision making. MESO
may benefit from BIRCH'’s concept of clustering features as
an efficient representation of training patterns, while
BIRCH may benefit from MESO’s approach to growing
sensitivity spheres. Data Bubbles [26] focuses on producing
a compressed data set representation while avoiding
different types of cluster distortion. Its data analysis and
representation techniques might enable alternative ap-
proaches to representing and compressing sensitivity
sphere data in MESO, whereas MESO’s growth and
organization of sensitivity spheres could provide an
efficient data structure for application of these techniques.

Other works have explored the use of statistical methods
and pattern classification and clustering techniques in
learning systems, including those that enable a system to
learn online through interaction with the physical world.
For example, Hwang and Weng [11] developed hierarchical
discriminant regression (HDR) and applied it successfully
as part of the developmental learning process in humanoid
robots. Notably, HDR provides an hierarchical discrimina-
tion of features that helps limit the impact of high-
dimensional feature vectors, enhancing the ability of the
system to correctly classify patterns. However, as will be
shown in Section 4, HDR requires significantly more time
for training and testing than does MESO. In addition,
Ivanov and Blumberg [27] developed the layered brain
architecture, which was used for the construction of
synthetic creatures, such as a “digital dog.” That project
used clustering and classification methods to construct
perceptual models as part of the dog’s developmental
learning system. A notable aspect of the layered brain
project is the use of compression to limit the effect of large
training sets on memory consumption and processing
power requirements. MESO also uses compression, but
applies it to individual sensitivity spheres in order to
maintain high accuracy in the face of data loss.

Our case study with MESO and XNetApp complements
other studies of imitative learning, where a learner acquires
skills by observing and remembering the behavior of a
teacher. For example, Amit and Matari¢ [8] used hidden
Markov models (HMMs) to enable humanoid robots to
learn aerobic-style movements. The ability of the system to
reconstruct motion sequences is encouraging, demonstrat-
ing the potential importance of imitative learning. Jebar and
Pentland [7] conducted imitative learning experiments
using a wearable computer system that included a camera

initialize cluster centers, §
input pattern xz(t)
find nearest center, e.g., w;
if d({L’i,’LUj) < d

update cluster center
else

create new center wj = z(t)
next pattern
end

Fig. 2. Leader-follower algorithm (adapted from Duda and Hart [12]).

and a microphone. A human subject was observed by the
system during interactions with other people. The observed
training data was used to train an HMM. Later, the system
was allowed to respond autonomously when presented
with visual and audio stimuli, demonstrating a limited
ability to reproduce correct responses. However, since
learning by observing real human behavior is very complex,
even limited recognizable response is significant and
promising. The development of MESO complements these
approaches by providing a fast and memory-efficient
means to classify internal state under external conditions.

Finally, researchers have applied data clustering and
classification methods to other aspects of autonomic
computing, such as fault detection and optimization of
algorithms. Fox et al. [28] used data clustering to correlate
system faults with failing software components. Once the
failing components were identified, they could be selec-
tively restarted, avoiding a complete system reboot while
shortening mean time to recovery. Geurtz et al. [29]
considered several machine learning algorithms for identi-
fying if a system is running atop a wired or wireless
network. This method enables the autonomous adaptation
of the TCP protocol to address dynamic network condi-
tions. It is anticipated that similar systems can use MESO
for automated fault detection or optimization when the
software is faced with the uncertainty found in dynamic
environments.

3 MESO DESIGN AND OPERATION

If categorical labels are known during training, MESO can
function as a pattern classifier that incrementally classifies
environmental stimuli or other data while accommodating
very large data sets. Prior to developing MESO, we
conducted experiments using the HDR classifier [11] for
this purpose. The insights gained from those experiments
led to our design of MESO. MESQO incrementally constructs
a model of training data using a data clustering approach
whereby small clusters of patterns, called sensitivity spheres,
are grown incrementally. These sensitivity spheres are
organized in an hierarchical data structure, enabling rapid
training and testing, as well as significant data compression,
while maintaining high accuracy. In this section, the details
of MESO’s core algorithm and data structures are dis-
cussed. MESO is based on the well-known leader-follower
algorithm [30], an online, incremental technique for
clustering a data set. The basic operation of the leader-
follower algorithm is shown in Fig. 2. A training pattern
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Fig. 3. Sensitivity spheres for three 2D Gaussian clusters. Circles
represent the boundaries of the spheres as determined by the current 6.
Each sphere contains one or more training patterns, and each training
pattern is labeled as belonging to one of three categories (circle, square,
or triangle).

within distance 6 of an existing cluster center is assigned to
that cluster; otherwise, a new cluster is created.

Traditionally, the value of ¢ is a constant initialized
based on a user’s understanding or experience with the data
set at hand. However, this approach makes it difficult to
generalize the leader-follower algorithm to arbitrary data
sets. We address this issue in MESO by computing the value
of § incrementally and by organizing the resulting clusters
using a novel hierarchical data structure, as described
below.

3.1 Sensitivity Spheres

In adaptive software, training patterns comprise observa-
tions related to quality of service or environmental context,
such as network bandwidth or physical location. The
quantity of training patterns collected while a system
executes may be very large, requiring more memory and
processing resources as new patterns are added to the
classifier. Unlike the traditional leader-follower algorithm,
in MESO, the value of § changes dynamically, defining the
sensitivity spheres, which are small agglomerative clusters
of similar training patterns. Effectively, the value of 6
represents the sensitivity of the algorithm to the distance
between training patterns. Fig. 3 shows an example of
sensitivity spheres for a 2D data set which comprises three
clusters. A sphere’s center is calculated as the mean of all
patterns that have been added to that sphere. The ¢ is a
ceiling value for determining if a training pattern should be
added to a sphere, or if creation of a new sphere is required.
As defined by the ¢ value, sphere boundaries may overlap,
however, each training pattern is assigned to only one
sphere, whose center is closest to the pattern.

3.2 MESO Tree Structure

As with many classifiers, MESO uses a tree structure to
organize training patterns for efficient retrieval. However,
the MESO tree, depicted in Fig. 4, is novel in that its
organization is based on sensitivity spheres. A MESO tree is
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Fig. 4. MESO tree organization. The rectangles are partitions and the
shaded spheres are partition pivots. Partitions are split successively until
a leaf is formed where a partition contains only one sphere.

built starting with a root node, which comprises the set of
all sensitivity spheres. The root node is then split into
subsets of similar spheres which produces child nodes.
Each child node is further split into subsets until each child
contains only one sphere. Many clustering algorithms
construct a tree by agglomerating individual patterns into
large clusters near the root of the tree, and then splitting
these clusters at greater tree depths. Reorganizing such a
tree requires processing of the training patterns directly. In
contrast, MESO’s consolidation of similar patterns into
sensitivity spheres enables construction of a tree using only
spheres, rather than individual patterns. Moreover, a MESO
tree can be reorganized using only existing sensitivity
spheres and, hence, more rapidly than approaches that
require direct manipulation of patterns.

The set of sensitivity spheres for a data set is partitioned
into subsets of similar spheres during the construction of a
MESO tree. Each node of the tree contains one such subset,
called a partition. Fig. 5 shows the algorithm for building a
MESO tree from existing sensitivity spheres. The parameters
for this algorithm include: g, the number of children per tree
node; p, a partition pivot sphere; parent, the parent node for a
set of children; root, the root node of the tree; and part, the
partition associated with a parent node. The algorithm is
recursive, starting at the root of the tree with a partition (part)

begin initialize ¢q,p = nil, root, part
splitpartition (g, p, root, part)

procedure splitpartition (q, p, parent, part)
if part has a cardinality > 1
select ¢q pivots from part including
Pr P1--Pg
create ¢ subpartions, part;..part,
foreach s; in part do
find the nearest p; pivot and add
8; to part;
done
foreach pj,part; pair do
create a child node
add p; to child
add child to parent
splitpartition (g, pj, child, part;)
done
endif

Fig. 5. Building a MESO tree from sensitivity spheres.
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Fig. 6. Training and testing time for the letter data set (see Section 4.1). (a) Using fixed é. (b) Using dynamic 6.

comprising all spheres in the tree. Each call to splitpartition
divides part into ¢ smaller partitions and assigns these
partitions as children of the parent node. The processes
terminates when a partition contains only one sphere. When
a partition is divided, the first sphere in each of the
g segments is identified as a pivot, which is used subse-
quently in assigning other spheres to that partition.
Specifically, for a sphere to be added to a partition requires
that the sphere be nearer to that partition’s pivot than to the
pivot of any other child node. Intuitively, this algorithm can
be viewed as a ¢-way heap sort that organizes sensitivity
spheres according to their similarity. The parameter ¢ can be
set to any integer value > 2 and, in our experience, has
limited impact on the accuracy of retrieving patterns from
MESO during testing. In the experiments described in
Sections 4 and 5, we set ¢ = 8.

As a result of this process, each nonleaf node in a MESO
tree has one or more children, each comprises a subset of
the parent’s sensitivity spheres. Smaller partitions provide
finer discrimination and better classification of test patterns.
Moreover, the partitioning of sensitivity spheres produces a
hierarchical model of the training data. That is, each
partition is an internal representation of a subset of the
training data that is produced by collecting those spheres
that are most similar to a pivot sphere. At deeper tree levels,
parent partitions are split, producing smaller partitions of
greater similarity.

To classify a test pattern, the pattern is compared with a
pivot, starting at the root, and following one or more paths
of greatest similarity. At a leaf node, a label is returned
indicating the category to which the test pattern most likely
belongs. The MESO tree can be constructed incrementally,
enabling MESO to be trained and tested during simulta-
neous interaction with users or other system components.

3.3 Sensitivity Sphere Size

An important consideration in building an effective MESO
tree is the appropriate value of § to use in defining
sensitivity spheres. Our experiments show that training
and testing time are influenced by the choice of é. For
example, Fig. 6a shows results for the letter data set
(discussed further in Section 4.1), with ¢ fixed at various
values. If ¢ is too small, training time increases dramatically.
If 6 is too large, testing time increases (more evident for

larger data sets). Moreover, data set compression requires a
proper value of é to balance the tradeoff between compres-
sion rate and accuracy.

To address this issue, the value of ¢ is adjusted
incrementally as MESO is trained. The 6 growth function
balances sphere creation rate and sphere size. Fig. 7 shows
the algorithm for construction of sensitivity spheres from
training patterns. This algorithm begins by initializing the
sensitivity 6, the first sensitivity sphere mean vector (u,),
and the first sensitivity sphere (s;) to 0, z;, and empty,
respectively. Then, for each pattern (x;), the closest sphere
mean vector is located. If the distance between z; and the
nearest sphere mean is less than or equal to ¢, then z; is
added to the sphere and the sphere mean recalculated. If
the distance between the closest sphere mean and z; is
greater than §, then the 6 is grown, then a new sphere is
created for z; and an associated mean vector is initialized.

A good grows function needs to balance sphere creation
with sphere growth. Rapid growth early in the training
process can produce few spheres with very large 6s, creating
a coarse-grained, inefficient representation. However, slow
growth produces a large number of very small spheres, and
the resulting tree is expensive to search. In the MESO
implementation reported here, the 6 growth function is:

(d-8)5f
1+In(d—6+1)*

grows =

where d is the distance between the new pattern and the

nearest sensitivity sphere. The ¢ factor scales the result

d

begin initialize d=0,u; =z1, 5
foreach z; sample do
find the nearest wu; for z;
if distance from u; to z; <= 6
add z; to s
recompute u; using samples in s§;
else
let 6 = grows
create new s;41
add z; to Siy1
let uj1 = zj
endif
done

Fig. 7. Sensitivity sphere creation algorithm.
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TABLE 1
Comparison of Six Different Activation Functions Using ¢ = 0.6 for the Letter Data Set (See Section 4.1)

Data set @) (b) © @ © ®
oy | S IR ERENN IR
§+E | e=06 : (| logo(%) | 1 (2
Letter
Accuracy% 90.6+0.3% | 88.1+0.2% | 87.9+0.2% | 88.7+0.3% | 87.9+0.2% | 88.7+0.2%
Training (s) 1.84+0.0 2.0+0.0 1.84+0.0 2.2+0.0 1.7+0.0 2.5+0.0
Testing (s) 0.240.0 0.2+0.0 0.240.0 0.3£0.0 0.2+0.0 0.3£0.0
Spheres 570422 65912 563+3 80318 51043 95344
MNIST
Accuracy% 94.3+0.1% | 94.840.1% | 94.6+0.1% | 95.0+0.1% | 94.5+0.1% | 95.2+0.1%
Training (s) 70.9+1.1 109.9+1.6 | 92.1+£3.2 | 125.9+14 | 86.7£1.2 | 175.0+1.6
Testing (s) 6.7+0.2 9.3+0.3 8.6£0.7 10.2+0.1 7.940.2 11.3+0.3
Spheres 6279+11 969616 705048 10300£19 | 630042 1375812

relative to the difference between the current § and d.
Intuitively, the denominator of grows limits the growth rate
based on how far the current § is from d. If d is close to §, then
6 will grow to be nearly equal to d. However, if d is much
larger than ¢, then the increase will be only a small fraction of
d — 6. As such, 6 growth is discouraged in the face of outliers,
new experience, and widely dispersed patterns. Hence,
when a new training pattern is distant from existing spheres,
a new sphere is likely to be created for it.

The activation function, f, needs to balance the creation
of new spheres with sphere growth. Table 1 depicts six
candidate activation functions, where r = ;%222 and cis a
configuration parameter in the range [0, 1.0]. Increasing ¢
moves the center of the activation function to the right. The
statistics shown were generated using cross-validation
(discussed further in Section 4.1) in conjunction with the
letter and MNIST data sets. As shown, the functions in
Tables 1b, 1d, and 1f produce a significantly larger number
of sensitivity spheres than the other functions. However, a
large sphere count inhibits compression (discussed further
in Section 3.4) and exhibits higher training and testing
times. The functions in Tables 1c and le produce fewer
spheres, but exhibit somewhat lower accuracies or longer
training and testing times than the function in Table 1la.
Overall, the function in Table la shows the best balance
between accuracy and training and testing times while
producing a sufficiently small number of spheres to enable
high compression. Intuitively, the function in Table 1la
inhibits sensitivity sphere growth when the number of
spheres is small compared to the number of patterns, but
encourages rapid sphere growth when the number of
spheres is large. The remaining experiments presented in
this paper use the activation function in Table 1a, with
parameter c set to 0.6.

Fig. 6b plots the measured training and testing time for
the letter data set against the configuration parameter, c.
The grows function balances sphere production with sphere

growth, producing good spheres for a wide range of values
for c¢. Only for very large values of ¢ is growth inhibited
sufficiently to significantly impact training time. The grows
function promotes the production of trees that are compar-
able with good choices for fixed ¢ values.

3.4 Compression

Online learning is a data intensive process, and adaptive
systems often must continue to function for long periods of
time while responding to the sensed environment. The
enormous amount of input data consumes substantial
processing and storage resources, potentially inhibiting
timely responses or impacting application performance.
MESO uses lossy compression to limit the consumption of
memory and processor cycles. Compression is applied on a
per sensitivity sphere basis. That is, rather than trying to
compress the entire data set using a global criterion, the
patterns in each sensitivity sphere are compressed inde-
pendent of other spheres. Since information about each
sphere is retained, the effect of information loss on classifier
accuracy is minimized. We implemented three types of
compression, the evaluation of which is discussed in
Section 4.2.

Means compression reduces the set of patterns in each
sensitivity sphere to the mean pattern vector for each label.
This is the most aggressive and simple of the compression
methods. Moreover, the computational requirements are
quite low.

Spherical compression is a type of boundary compression
[27] that treats patterns on the boundaries between spheres
as most important to the classification of test patterns. For
each sphere, the feature values are converted to spherical
coordinates. Along a given vector from the sphere center,
only those patterns farthest from the sphere center are kept.

Orthogonal compression removes all the patterns that are
not used for constructing an orthogonal representation of a
sphere’s patterns. The idea is to keep only those patterns that
are most important as determined by their orthogonality.
Patterns that represent parallel vectors in m-dimensional
space are removed.
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Fig. 8. Effect of means compression on training and testing times for the letter data set, using fixed and variable é. (a) Accuracy and compression,

fixed 4. (b) Accuracy and compression, variable é.

Using compression requires some consideration of ¢
growth. As shown in Fig. 8a, accuracy decreases with
higher compression rates. Moreover, the compression rate is
directly influenced by the value of ¢. That is, if the
sensitivity sphere ¢ is very large and few spheres are
produced, compression is high and too much information
will be lost during compression. However, if the 6 is very
small, very little compression is possible.

To avoid growing overly large spheres in the face of
compression, we modified the activation function f to be:

1 tanh(#&w -3)
f=35+ 5 :

where v is the compression rate, defined as the fraction of
patterns removed during compression. Under high com-
pression rates, using v instead of ¢ as the center point of the
activation function causes the Sigmoid curve to move to the
right, further inhibiting sphere growth. Fig. 8b plots the
accuracy and compression rate for experiments on the letter
data using means compression and the modified activation
function. Accuracy and compression rate remain high for a
wide range of ¢ values. Only very large values of ¢ cause a
drop in compression rate, along with a slight increase in
accuracy.

3.5 Complexity

Table 2 shows the space and time complexities for training
MESO and several well-known clustering algorithms [31].
In this table, n is the number of patterns, k is the number of
clusters, and [ is the number of iterations to convergence.

TABLE 2
Space and Time Complexities for MESO and Several Other
Clustering Algorithms [31]

[ Algorithm |  Time [ Space |
MESO O(nlog k) | O(n)
leader O(kn) O(k)
k-means O(nkl) O(k)
[SODATA O(nkl) | O(k)
shortest spanning path O(n?) O(n)
single-link O(n?logn) | O(n?)
complete-link O(nZ%logn) | O(n?)

Without compression, MESO has a worst-case space
complexity of O(n), comparable to the shortest spanning
path algorithm. MESO’s memory consumption can be
significantly reduced with compression, as shown in the
next section.

Intuitively, time complexity for training can be consid-
ered in terms of locating the sensitivity sphere nearest to a
new pattern and adding the pattern to that sphere. If a
sufficiently close sphere cannot be found, a new sphere is
created. Locating the nearest sphere is an O(log, k) opera-
tion. This search must be completed once for each of
n patterns. Each pattern must also be added to a sensitivity
sphere, and k sensitivity spheres must be created and added
to the MESO tree. Assuming an appropriate value of § and a
data set of significant size, this process yields a complexity
of O(nlog, k) + O(n) + O(k) 4+ O(klog, k) which reduces to
O(nlog, k).

The search complexity for classifying a test pattern using
MESO is O(log, k) + O(5) for a balanced tree, where ¢ is the
maximum number of children per node, 5 is the average
number patterns agglomerated by a sensitivity sphere, and
k represents the number of sensitivity spheres produced.
The 5 component represents the number of operations
required to assign a category label once the most similar
sensitivity sphere has been located. Thus, the worst-case
search complexity occurs when only one cluster is formed
and the search algorithm degenerates into a linear search of
O(n). Conversely, a best-case search complexity of O(log, 1)
occurs when one sensitivity sphere is formed for each
training pattern.

4 MESO ASSESSMENT

In this section, we evaluate MESO as a pattern classifier on
several standard data sets in cross-validation experiments.
First, we describe the data sets used in the experiments and
the experimental procedures. Next, we present baseline
results that evaluate the accuracy of MESO, the training and
testing time needed, and the effects of the three compres-
sion methods described earlier. Finally, to benchmark
performance, we compare MESO performance to that of
other classifiers, specifically, three versions of IND [10],
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TABLE 3
Data Set Characteristics

[ Data Set | Patterns | Features | Labels |
Iris 150 4 3
ATT Faces 360 10,304 40
Multiple Feature 2,000 649 10
Mushroom 8,124 22 2
Japanese Vowel 9,859 12 9
Letter 20,000 16 26
MNIST 70,000 784 10
Cover Type 581,012 54 7

which uses batch training, and HDR [11], which can be
configured to use either batch or incremental training.

4.1 Data Sets and Experimental Method

Table 3 lists the eight data sets used to assess MESO. The
number of patterns and features per pattern are shown for
each data set, along with the number of distinct labels (or
classes) of patterns. Six of the data sets were retrieved from
the UCI [32] and KDD [33] machine learning repositories.
The exceptions are AT&T faces [34], acquired from AT&T
Laboratories Cambridge, and MNIST [35], downloaded
from http://yann.lecun.com/exdb/mnist/.

These sets represent a wide variety of data types and
characteristics. The iris data set [36] comprises just
150 patterns from three classes, each class representing a
type of iris plant. The classification task is to correctly
identify the type of iris by the length and width of the
flower’s sepals and petals. The AT&T faces data set [34] is
also relatively small, and comprises 360 images of 40 dif-
ferent human subjects. However, the number of features
(each of 10,304 image pixels) is very large. The classification
task is to identify the subject of the image from the pixel
values.

Three data sets involve numbers and letters. Patterns in
the multiple feature data set [37], [38] consist of features
that describe 10 handwritten numerals extracted from
Dutch utility maps. Examples include morphological
features, Fourier coefficients, and pixel averages. The
classification task is to identify a digit from these features.
The MNIST data set [35] also comprises features of
handwritten digits, and the task is to identify the digit.
However, the features are the 784 integer pixel values, and
the number of patterns is much larger than in the multiple
feature data set. The letter data set [39] contains 20,000 pat-
terns, each comprises 16 integer measurements of features
such as width, height, or mean pixel values. The classifica-
tion task is to classify each pattern as one of the 26 letters in
the Latin alphabet.

The mushroom [40] and Japanese vowel [41] data sets are
similar in size and feature count, but very different in
content. Each pattern in the mushroom data set comprises
22 nominal values (alphabetic characters) that represent
mushroom features such as cap shape or gill attachment.
Since MESO does not address nonnumeric attributes
explicitly, each alphabetic character is converted to its
numeric ASCII value. The binary label associated with a
pattern indicates whether the mushroom is poisonous or
edible. The Japanese vowel data set comprises 270 time

series blocks, where each block consists of a set of records.
Each record contains 12 continuous measurements of
utterances from nine male speakers. The 9,859 patterns are
produced by treating each record as an independent pattern
and randomizing the data set. As such, no understanding of
utterance order is retained. The classification task is to
identify the speaker of each utterance independent of its
position in a time series.

Finally, the cover type data set [42] comprises 581,012 pat-
terns for determining forest cover type. Each pattern has
54 values, including: 10 continuous values, indicating
features such as elevation and slope; four binary wilderness
areas; and 40 binary soil types. The classification task is to
identify which of seven forest cover types (such as spruce/
fir or aspen) corresponds to a test pattern.

We tested MESO using cross-validation experiments as
described by Murthy et al. [14]. Each experiment is
conducted as follows:

1. Randomly divide the training data into k equal-sized
partitions.

2. For each partition, train MESO using all the data
outside of the selected partition. Test MESO using
the data in the selected partition.

3. Calculate the classification accuracy by dividing the
sum of all correct classifications by the total number
of patterns tested.

4. Repeat the preceding steps n times, and calculate the
mean and standard deviation for the n iterations.

In our tests, we set both k£ and n equal to 10. Thus, for
each mean and standard deviation calculated, MESO is
trained and tested 100 times.

4.2 Baseline Experiments

Table 4 presents results of cross-validation experiments
using MESO to classify patterns in the eight data sets.
Means and standard deviations are provided. Before
discussing the results, let us briefly comment on the
distance metric used. Since the use of sensitivity spheres
effectively divides the larger classification problem into a
set of smaller tasks, it turns out that a relatively simple
distance metric, such as Euclidean distance, can be used to
achieve high accuracy. Although we experimented with
more complicated distance metrics (e.g.,, Mahalanobis),
none achieved higher accuracy than Euclidean distance,
which also exhibited shorter times for training and testing.
Therefore, all experiments described here and in later
sections use Euclidean distance.

Let us focus first on the results for experiments that do
not use compression. MESO exhibits an accuracy of more
than 90 percent on all the data sets, using either sequential
or tree-based search. MESO'’s accuracy on the AT&T Faces
and MNIST data sets, which contain high-dimensional,
image data, indicates that MESO may be effective in
computer vision applications. Compared to a sequential
search of sensitivity spheres, use of the MESO tree
structure reduces training and testing times in most cases.
The improvement is particularly notable for large data
sets. For MNIST, training time is improved by a factor of
18 and testing time by a factor of 20. For Cover Type,
training time is improved by a factor of 18 and testing



KASTEN AND MCKINLEY: MESO: SUPPORTING ONLINE DECISION MAKING IN AUTONOMIC COMPUTING SYSTEMS 493

TABLE 4
MESO Baseline Results Comparing a Sequential Search to MESO Tree Search, with and without Compression
Data set Uncompressed Compressed (Tree)
(Sequential) | (Tree) Means | Spherical | Orthogonal
Iris
Accuracy% 95.5+0.0% 96.1+1.4% | 95.840.8% | 95.1+1.3% | 95.942.1%
Compression% 0.0% 0.0% 1.86+0.2% | 0.0+£0.0% 1.940.0%
Training (s) 0.04+0.0 0.03+0.0 0.03+0.0 0.03+0.0 0.03+0.0
Testing (s) 0.04+0.0 0.040.0 0.040.0 0.040.0 0.040.0
ATT Faces
Accuracy% 97.3+0.0% 94.0+1.4% | 93.5+£1.6% | 94.5+1.2% | 93.7+1.4%
Compression% 0.0% 0.0% 0.04+0.0% 0.0+0.0% 0.04+0.0%
Training (s) 1.85+0.0 1.87+0.0 1.90+0.0 1.86+0.0 2.04+0.0
Testing (s) 0.39+0.0 0.08+0.0 0.08+0.0 0.08+0.0 0.08+0.0
Mult. Feature
Accuracy% 95.0+0.0% 94.1+0.5% | 94.240.4% | 94.1+0.5% | 94.44+0.5%
Compression% 0.0% 0.0% 0.34+0.0% 0.0+0.0% 0.3+0.0%
Training (s) 4.58+0.0 1.6940.0 1.734+0.0 1.81+0.0 1.784+0.0
Testing (s) 0.99+0.0 0.07+0.0 0.07+0.0 0.07+0.0 0.07+0.0
Mushroom
Accuracy% 100.0+0.0% | 100.040.0% | 100.0+0.0% | 99.84+0.0% | 99.940.0%
Compression% 0.0% 0.0% 90.2+0.0% | 73.9+0.3% | 90.2+0.0%
Training (s) 1.2440.1 0.62+0.0 0.67+0.0 0.81+0.0 0.77+0.0
Testing (s) 0.14+0.0 0.05+0.0 0.05+0.0 0.05+0.0 0.05+0.0
Japanese Vowel
Accuracy% 93.1+0.2% 91.5+0.3% | 81.3+0.4% | 90.24+0.3% | 81.3+0.2%
Compression% 0.0% 0.0% 93.74+0.0% | 28.3+0.2% | 93.8+0.0%
Training (s) 0.30+0.0 0.39+0.1 0.41+0.0 0.89+0.0 0.49+0.0
Testing (s) 0.04+0.0 0.05+0.0 0.03+0.0 0.05+0.0 0.03+0.0
Letter
Accuracy% 93.1+0.2% 90.6+0.3% | 87.840.3% | 90.1+£0.2% | 87.84+0.3%
Compression% 0.0% 0.0% 88.64+0.2% | 23.6+0.2% | 88.3+0.2%
Training (s) 1.83+0.2 1.2740.0 1.4240.0 2.284+0.0 1.77+£0.0
Testing (s) 0.21+0.0 0.16+0.0 0.12+0.0 0.17+0.0 0.12+0.0
MNIST
Accuracy% 96.5+0.0% 94.3+0.1% | 93.3+0.1% | 94.3+0.1% | 93.3+0.1%
Compression% 0.0% 0.0% 86.5+0.0% | 0.0+0.0% | 86.54+0.0%
Training (s) 1307.22+£9.7 70.94+£1.1 73.35+1.3 | 179.53+£5.4 | 78.65+1.4
Testing (s) 157.324+1.3 6.73+0.2 6.291+0.2 6.81+0.2 6.30+0.2
Cover Type
Accuracy% 96.3+0.0% 96.1+0.0% | 81.64+0.1% | 95.24+0.0% | 81.64+0.0%
Compression% 0.0% 0.0% 98.5+0.0% | 50.2+0.0% | 98.5+0.0%
Training (s) 1974.76+11.8 | 109.97+0.4 | 114.54+0.7 | 232.64+2.5 | 127.97+0.9
Testing (s) 227.08+1.4 18.7440.1 11.1440.1 17.29+.03 11.5640.1

All tests were started with 6 = 0.0 and ¢ = 0.66 and executed on a 2GHz Intel Xenon processor with 1.5 GB RAM running Linux. All experiments were

conducted using cross-validation.

time by a factor of 12. Although using the hierarchical tree
structure reduces the accuracy in most cases, typically
between 0 percent to 4 percent, this tradeoff may be
considered acceptable for applications where decision
making is time sensitive.

Next, let us consider the results for experiments using
data compression. The three methods (means, spherical,
and orthogonal) had only minimal effect on the three
smallest data sets, where sphere growth is inhibited early
in the training process, producing spheres with few
samples. However, the memory usage for these data sets
is low. On the other hand, both the means and orthogonal
methods were very effective in reducing the memory
requirements for the five larger data sets (at least an
85 percent reduction in all cases), while retaining high
accuracy. We attribute this behavior to the application of
compression to individual sensitivity spheres, enabling the
capture of the n-dimensional structure of the training data
while limiting information loss. Spherical compression
was the least effective in reducing memory usage; the

translation of training patterns from Euclidean to sphe-
rical coordinates also adds to the cost of training.

Fig. 9 shows how MESO’s accuracy and training times
scale with the size of the training data set. To create these
plots, each data set was first randomized and then divided
into 75 percent training and 25 percent testing data. The
training data was further divided into 100 segments. MESO
was trained and then tested 100 times. During the first
iteration, only the first segment was used for training; at
each subsequent iteration, an additional segment was
added to the training set. This process was repeated
10 times for each data set and the mean values calculated.
The mean values are plotted in Fig. 9. As shown, MESO’s
accuracy increases rapidly during early training, and then
slows but continues to improve as training continues.
Training time increases linearly with respect to the size of
the training data set.

4.3 Comparison with Other Classifiers

In this section, we compare MESO performance with that of
the IND [10] and HDR [11], [43] classifiers. We note that
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Fig. 9. Scalability with respect to training set size. For all data sets, typical standard deviations are less than 10 percent with respect to the
corresponding mean accuracies and training times. (a) Accuracy. (b) Training time (small sets). (c) Training time (large sets).

MESQO is trained incrementally, whereas IND can be trained
only in batch mode. Classifiers that are batch trained
typically have an advantage over those that are trained
incrementally: processing the entire training data set when
building a classifier may produce a better data model than
that produced by incremental training. Therefore, batch
training often yields higher accuracy and faster testing.

Table 5 compares MESO results (repeated from Table 4)
with those measured for the IND and HDR classifiers. The
implementation of IND, written in C, was provided by
Buntine, formerly with NASA’s Bayesian Learning Group
(http:/ /ic.arc.nasa.gov/ic/projects/bayes-group/ind). The
HDR implementation, which uses both C and C++, was
provided by Weng of the Embodied Intelligence Laboratory
at Michigan State University (http://www.cse.msu.edu/
ei). MESO is implemented in C++. IND can be used to build
a decision tree style classifier using several different
algorithms. We tested three different algorithms: CART
[44], ID3 [45], and Bayesian [46]. We conducted two sets of
experiments with HDR, one using batch training and the
other using incremental training.

Let us first compare the MESO results with those of IND.
As shown, despite its use of incremental training, MESO
accuracy compares favorably with that of all three IND
variations, exhibiting higher accuracy in almost all cases.
The NC designation indicates that IND could not complete
a particular test. Specifically, for the AT&T Faces data set,
insufficient memory prevented IND from completing the
data set encoding process, which must be done before IND
is trained. Somewhat surprisingly, MESO exhibits high
accuracy for the Mushroom data set. This data set consists
entirely of nominal values, which have no comparative
numeric value since they simply indicate characteristics,
such as cap shape, by name. IND, like many decision tree
algorithms [47], addresses the issue by designating some
features as nominal. MESO does not explicitly address
nominal values, but still accurately classifies these patterns.

Next, let us consider the training and testing times of
MESO relative to those of IND. Although MESO exhibits
slower testing times than IND for most data sets, in many
cases, MESO spends less time training, which would help to
reduce the overhead in acquiring and assimilating new
experiences in an online decision maker. Moreover, incre-
mental training as provided by MESO is important to

autonomic systems that need to address dynamic environ-
ments and changing needs of users.

Finally, let us compare MESO with HDR, which was
designed primarily for computer vision tasks. Batch-trained
HDR demonstrates slightly higher accuracy than MESO,
attributable to HDR’s use of discriminant analysis to help
select salient features from the training patterns. However,
when HDR is trained incrementally, MESO achieves higher
accuracy on all eight data sets, including the two image data
sets, AT&T Faces and MNIST. Moreover, the training and
testing times of MESO are significantly lower than those of
HDR in almost all cases. In several cases, the advantage is
more than an order of magnitude. Collectively, these results
indicate that MESO may be effective in a variety of
autonomic applications requiring online decision making.

5 CaAsE StuDpY: ADAPTIVE ERROR CONTROL

To explore the use of MESO to support learning in adaptive
software, we conducted a case study involving adaptive
error control. Specifically, we used MESO to implement the
decision maker in an audio streaming network application,
called XNetApp, that adapts to changes in packet loss rate
in a wireless network. XNetApp uses forward error
correction (FEC), whereby redundant information is in-
serted into the data stream, enabling a receiver to correct
some losses without contacting the sender for retransmis-
sion. In our experimental scenario, depicted in Fig. 10, a
stationary workstation transmits an audio data stream to a
wireless access point, which forwards the stream to a
mobile receiver over the wireless network. As a user roams
about the wireless cell and encounters different wireless
channel conditions, XNetApp should dynamically adjust
the level of FEC in order to maintain a high-quality audio
stream. However, XNetApp should also attempt to do so
efficiently, that is, it should not consume channel band-
width unnecessarily.

5.1 Block-Erasure Codes

The FEC method used in this study addresses erasures of
packets resulting from CRC-based detection of errors at the
data link layer. As shown in Fig. 11, an (n, k) block erasure
code [48] converts k source packets into n encoded packets,



KASTEN AND MCKINLEY: MESO: SUPPORTING ONLINE DECISION MAKING IN AUTONOMIC COMPUTING SYSTEMS

TABLE 5
MESO Accuracy and Training and Test Times When Compared with IND and HDR
MESO IND (Batch) HDR

Data set (Incremental) CART | ID3 | Bayesian (Batch) | (Incremental)
Iris

Accuracy % 96.1 £1.4% | 92.8 £0.3% | 93.5 £0.7% | 94.2 £1.1% | 96.4 £1.4% | 89.5 £3.6%

Training (s) 0.040.0 0.01+0.6 0.040.0 0.01+0.0 0.040.0 0.040.0

Testing (s) 0.040.0 0.040.0 0.040.0 0.040.0 0.040.0 0.040.0
ATT Faces

Accuracy % 94.0 +1.4% 94.8 +£1.7% | 93.1 £1.9%

Training (s) 1.9+0.0 NC NC NC 9.0+0.2 1.8+0.1

Testing (s) 0.14+0.0 0.340.0 0.34+0.0
Mult. Feature

Accuracy % 94.1 £0.5% | 93.1 £0.6% | 94.2 £0.2% | 94.4 £1.1% | 95.2 £0.4% | 88.8 £0.5%

Training (s) 1.7+0.0 22.2+0.3 8.6+0.0 19.240.2 2.140.0 2.54+0.0

Testing (s) 0.07+0.0 0.040.0 0.04+0.0 0.040.0 2.14+0.0 0.54+0.0
Mushroom

Accuracy % 100.0 £0.0% | 99.9 +0.0% |100.0 +0.0% |100.0 +0.0% | 100.0 +0.0% | 64.6 +0.6%

Training (s) 0.640.0 0.740.0 0.040.0 0.040.0 4.5+0.1 4.240.1

Testing (s) 0.04+0.0 0.040.0 0.0+0.0 0.04+0.0 1.440.0 1.14+0.0
Japanese Vowel

Accuracy % 91.54+0.3% | 82.3 £0.3% | 84.2 £0.3% | 84.7 £0.3% | 96.3 £0.2% (84.9% +0.8%

Training (s) 0.440.0 82.3+0.3 2.620.0 7.04+0.6 0.940.0 5.04+0.2

Testing (s) 0.14+0.0 0.040.0 0.04+0.0 0.04+0.0 0.940.0 1.34+0.0
Letter

Accuracy % 90.6 +0.3% | 84.4 +0.3% | 87.9 +0.1% | 88.6 £0.2% | 93.4 +0.1% | 86.2 +1.0%

Training (s) 1.34+0.0 5.440.1 0.940.0 3.0£0.0 5.040.1 30.84+0.5

Testing (s) 0.240.0 0.040.0 0.0+0.0 0.14+0.0 0.64+0.0 7.01+0.1
MNIST

Accuracy % 94.3 +0.1% | 88.3 +£0.1% | 88.1 £0.1% | 89.0 £0.1% | 97.4 £0.0% | 91.2 +0.8%

Training (s) 709+1.1 |1225.2+48.2| 211.9+3.8 | 565.14+42.4 |5887.0£439.0 |3997.9+252.4

Testing (s) 6.7+0.2 12.7+£1.2 10.9+0.1 10.9+0.1 |6007.74+158.2| 898.1455.8
Cover Type

Accuracy % 96.1 £0.0% | 93.9 £0.9% | 95.2 £0.2% | 94.4 +0.3% 96.6% T 71.2% T

Training (s) 110.0+0.4 | 414.4+3.0 51.54+0.2 118.9+5.1 41164.0 52755.3

Testing (s) 18.740.1 0.54+0.0 0.64+0.2 1.04+0.3 15148.0 11600.0

495

All tests began with 6 = 0.0 and ¢ = 0.6. Executed on a 2GHz Intel Xenon processor with 1.5GB RAM running Linux. All experiments conducted
using cross-validation. 1 The Cover Type data set was not completed for either batch or incremental executions of HDR. Neither was completed due

to long execution time requirements.

such that any % of the n encoded packets can be used to
reconstruct the k source packets. These codes have gained
popularity recently due to an efficient implementation by
Rizzo [49]. Each set of n encoded packets is referred to as a
group. Here, we use only systematic (n,k) codes, meaning
that the first k packets in a group are identical to the original
k data packets. The remaining n — k packets are referred to
as parity packets.

In earlier studies, our group has investigated several
ways that mobile systems can adapt to changing conditions
on wireless networks. Examples include adaptable proxies
for video streaming [50], adaptive FEC for reliable multi-
casting [51], several adaptive audio streaming protocols
[52], [53], and the design of middleware components whose

Access
Point

Receiver

Sender

Fig. 10. Physical network configuration used in XNetApp case study.

structure and behavior can be modified at run time in
response to dynamic conditions [54]. However, in those
approaches, the rules used to govern adaptation were
developed in an ad hoc manner as a result of experiments.
Here, we investigate whether the system itself can learn how
to adapt to dynamic conditions.

5.2 Features

In the experiments, 56 environmental features are sensed
directly, or calculated from other features, and used as
input to the decision-making process. The features are
listed in Table 6. The first four features are instantaneous
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Fig. 11. Operation of FEC based on block erasure codes.
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TABLE 6
Features Used for Training and Testing the XNetApp
[ # Feature Description
14 Instantaneous measurements: bandwidth,

perceived packet delay, perceived loss
and real loss.

5-32 || Time-sampled measurements: median,
average, average deviation, standard de-
viation, skewness, kurtosis and deriva-
tive.

33-56 || Fourier spectrum of the time-sampled

measurements: median, average, average
deviation, standard deviation, skewness
and kurtosis.

measurements. Perceived features represent the applica-
tion’s viewpoint. That is, perceived packet loss represents
the packet loss as observed by the application after error
correction, while real packet loss is the number of packets
actually dropped by the network prior to error correction.
The second group of 28 features is produced by applying
seven different metrics (mean, standard deviation, etc.) to
each of the four directly measured features as sampled
over time. The last group of 24 features is produced by
calculating six Fourier spectrums for each of the four
directly measured features.

The decision maker’s goal is to consider these 56 features
and autonomously adapt the system to recover from
network packet loss while conserving bandwidth. The
adaptation is realized by having the receiving node request
the sender to modify the (n,k) settings and change the
packet size. The decision maker needs to increase the level
of error correction when packet loss rates are high and
reduce the level of error correction when packet loss rates
are low.

Audio is sampled at 8 KHz using 16-bit samples. Each
packet includes a 12-byte application level header contain-
ing a sequence number, stream offset, and data length. So,
for example, a 32-byte packet contains the header and
10 samples, equivalent to 1.25 milliseconds of audio. We
experimented with larger packet sizes and other
nk combinations, but the above values provided sufficient
diversity in MESO-based learning and autonomous deci-
sion making.

5.3 Imitative Learning

In our experiments, the XNetApp decision maker uses MESO
to “remember” user preferences for balancing packet loss
with bandwidth consumption. The decision maker gains this
knowledge through imitative learning. A user shows the
XNetApp how to adapt to a rising loss rate by selecting an
(n, k) setting with greater redundancy. If the new setting
reduces the perceived loss rate to an acceptable level, the user
reinforces the new configuration (e.g., by pressing a
particular key), and the XNetApp uses MESO to associate
the sensed environment and selected (n,k) configuration.
Later, when operating autonomously, the decision maker
senses current environmental conditions and calculates
time-sampled and Fourier features, constructing a pattern.
Using this pattern, the XNetApp queries MESO for a system
configuration that most likely addresses current conditions.

Then, the decision maker emulates the user’s actions and
adapts the XNetApp, changing the configuration to match
that returned from MESO.

5.4 Results

We report results of experiments designed to evaluate the
ability of the XNetApp to autonomously balance error
control effectiveness and bandwidth consumption. The
transmitting station was a 1.5GHz AMD Athlon work-
station, and the mobile receiver was a a 500MHz X20 IBM
Thinkpad notebook computer. Both systems run the Linux
operating system. We report results for two sets of
experiments.

The first set of experiments was conducted in a
controlled setting, specifically using a wired network and
artificially generated packet losses. These experiments were
designed to verify that XNetApp could learn to respond
accurately to a simple loss model. We trained and tested
XNetApp using TCP over a 100Mb wired network, thereby
avoiding the effects of spurious errors and overruns of UDP
buffers. Packets were dropped at the sender according to a
probabilistic loss model, which varied the loss rate from 0.0
to 0.3 in steps of size 0.05, at 15 second intervals. After
starting the receiver and sender, the system was trained by
having a user select (n,k) values and packet sizes in an
attempt to minimize the perceived loss and bandwidth
consumption. When a combination satisfying user prefer-
ences is found, the XNetApp (receiver) is notified that the
current combination is “good” (by pressing the “g” key).
Good FEC/packet size combinations and system measure-
ments were then used to train MESO. Training concluded
in one hour with MESO storing 34,982 training patterns
associated with six FEC code combinations: 32(10,2),
32(8,2), 64(1,1), 64(42), 64(62), and 64(82). In testing,
XNetApp collected system measurements and used them
to query MESO for the FEC code/packet size combination
associated with the most similar set of measurements
observed during training.

Figs. 12a and 12b, respectively, show the (artificially
generated) network packet loss and the perceived packet
loss during the testing phase of the experiment. All
changes to error correction are made autonomously by
the XNetApp decision maker. Fig. 12c plots the redun-
dancy-ratio defined as <";k) , reflecting the changes in FEC
(n,k) values corresponding to the loss rates shown in
Fig. 12a. For comparison, Fig. 12c also depicts a plot of the
optimum redundancy ratio given the FEC codes specified
during training. The optimum ratio is computed using the
FEC code that provides redundancy greater than or equal
to the real loss rate. From these figures, it can be seen that
the XNetApp significantly reduces packet loss as perceived
by the application by automatically adapting FEC para-
meters and packet size. Notably, in order to conserve
bandwidth, the XNetApp did not simply choose a high
(n, k) ratio, but changed parameters to correspond with the
changing loss rate.

The second set of experiments were conducted using real
packet losses on an 11Mbps 802.11b wireless network. The
experimental configuration is shown in Fig. 10. These tests
required XNetApp to autonomously balance real packet
loss and bandwidth consumption as a user roamed about a
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Fig. 13. XNetApp results for real packet losses on a wireless network. (a) Network packet loss. (b) Perceived packet loss. (c) Redundancy ratio.

wireless cell. The XNetApp was trained by a user for one
hour using an artificial loss rate that varied from 0.0 to 0.6 in
steps of size 0.05 at 15 second intervals. Such a model
allowed the XNetApp to be trained for the higher loss rates
often found at the periphery of a real wireless cell. Training
generated 32,709 training patterns in 10 classes that were
used to train MESO for autonomous testing atop a wireless
network. Each class “label” is a FEC configuration specify-
ing a (n,k) pair and a packet size. The 10 classes (packet
size/FEC code combinations) were:

32(10,2) 32(12,2) 32(14,2) 32(16,2) 32(18,2)
32(8,2) 64(1,1) 64(4,2) 64(6,2) 64(8,2).

In the testing phase, we turned off simulation and enabled
the XNetApp to autonomously balance real packet loss and
bandwidth consumption. The sender was located on a
stationary workstation connected to a wireless access point
through a 100Mb hub. A wireless PCMCIA card provided
network access to the notebook computer. The UDP/IP
multicast protocol was used for transmission of the data
stream. Data was collected as a user roamed about a wireless
cell carrying a notebook running an XNetApp receiver.
Again, all changes to error correction were made autono-
mously by the XNetApp decision maker. Fig. 13 shows the
the results using the same format as in the earlier tests.
Under real conditions, XNetApp is able to significantly
reduce loss rate as perceived by the application, while
conserving bandwidth under good channel conditions.

Table 7 shows results from running cross-validation tests
using the data acquired during XNetApp training. This data
was produced during training for autonomous XNetApp
operation on the real wireless network. This table shows
accuracy, with and without compression, helping quantify
how well the XNetApp can be expected to imitate a user. The
system achieved 94 percent accuracy without compression,
and maintained an accuracy level above 87 percent even
when data was compressed by more than 90 percent. We
regard these results as promising and justifying further
study of MESO for online decision making in autonomic
systems.

6 CoNcLUSIONS AND FUTURE DIRECTIONS

We have presented a perceptual memory approach, called
MESO, that uses pattern classification and clustering
techniques to support online decision making in autonomic
systems. We showed that, when used as a pattern classifier,
MESO can accurately and quickly classify patterns in
several standard data sets, comparing favorably to existing
classifiers. We also designed an adaptable framework and
implemented an application, XNetApp, that imitatively
learns how to make decisions through interaction with a
user. XNetApp was successfully trained, using imitative
learning, to change the level of error correction while
minimizing bandwidth consumption in response to chan-
ging network conditions. We postulate that software, such
as the XNetApp, that can be trained to make good decisions
may simplify the integration of software into new or
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TABLE 7
XNetApp Results with and without Compression
[ Data set | Uncompressed [ Means | Spherical | Orthogonal |
XNetApp
Accuracy% 94.1%+0.2% | 87.7%=+0.2% | 92.4%+0.7% | 87.3%+0.4%
Compression% 0.0% 91.8%+0.1% | 5.8%+0.2% | 91.8%+0.14%
Training (s) 33.096+2.123 | 18.059+0.3 74.7705+£6.5 | 19.35940.582
Testing (s) 1.1274+0.016 | 1.02440.013 | 1.119£0.014 | 1.02440.010

Data set size is 32,709. Executed on a 2GHz Intel Xenon processor with 1.5GB RAM running Linux. All experiments conducted using cross-

validation.

pervasive computing environments. Moreover, a user can
teach an application how to meet his or her needs in the
face of mobility and novel environments.

In future work, we plan to address the issue of novel
experiences with respect to perceptual memory and
decision making. Online decision makers may be faced
with the uncertainty present in dynamic environments, as
new situations are encountered. When a novel pattern of
sensed values or a new user action is first encountered, it
may initially be considered as an outlier. However, this
pattern might also reflect a change in environmental
conditions or user preference. We plan to explore the
relationship between outliers and novelty in dynamic
environments and how novel experience affects the
decision making process. One possible approach is to
enable MESO to “forget” rarely used patterns or sensitivity
spheres, helping both to eliminate the impact of outliers and
outdated sensor data on classifier accuracy and to reduce
memory and processor consumption during extended
online data acquisition. We also intend to explore cases
where MESO might overfit the training data, producing a
decision boundary that may not generalize well to making
decisions in real-world environments. In such situations, if
the decision maker can recognize when there is significant
uncertainty associated with a “remembered” solution, it
may choose to invoke a planning strategy rather than rely
on what was remembered.

Further information. A number of related papers and
technical reports of the Software Engineering and Net-
work Systems Laboratory can be found at http://
www.cse.msu.edu/sens.
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